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Abstract
We prove the result announced in the title.

Introduction
A well known conjecture states that there exists a constant $\gamma > 0$, such that for every integer $d \geq 1$, and every centrally symmetric convex body $C$ in $\mathbb{R}^d$, there exists an hyperplane $H$ of $\mathbb{R}^d$ such that if $| \cdot |$ denotes the volume in $\mathbb{R}^d$ and in $H$,

$$|H \cap C| \geq \gamma |C|^\frac{d-1}{d}.$$

This problem is equivalent to the boundedness of the isotropy constant $L_C$ of $C$ defined by

$$L_C^2 = \min \left\{ \frac{\int_C ||x||_E^2 \, dx}{d|C|^{1+\frac{2}{n}}}; \quad E \text{ ellipsoid}, \quad |E| = v_d \right\}$$

where $v_d$ denotes the volume of the Euclidean unit ball. It was proved by J. Bourgain ([Bo]) that one has always $L_C \leq d^{\frac{d}{2}} \ln(d)$, and several authors showed that the conjecture is true for various classes of convex bodies $C$, in the sense that there is a constant $\gamma_C > 0$ such that $L_C \leq \gamma_C$ for every $C \in C$ (see [Ba], [J], [M-P]). The unit ball $B(S^n_p)$ of the Schatten trace class $S^n_p$ does not belong to any of these classes (for $1 \leq p < 2$), and it was a natural candidate for a counter-example. It was shown by S. Dar (see [D]) that in that case $L_C \leq c \sqrt{\ln(n)}$; we prove here:

**Theorem.** There exists a constant $c > 0$ such that for all $n \geq 1$ and $p \in [1, +\infty]$, $L_{B(S^n_p)} \leq c$.

Although some computations are different, the method of proof of the theorem relies on the same method in the real and in the complex case. This paper is organized as follows: after some notation and some calculations of volumes, we prove the theorem, and state some remarks.

Notations
The spaces $\mathbb{R}^d$ and $\mathbb{C}^d$ are equipped with their canonical Euclidean structure. The spaces $\mathcal{M}_n(\mathbb{R})$ and $\mathcal{M}_n(\mathbb{C})$ of $n \times n$ matrices with real or complex entries are equipped with the associated Euclidean structure defined by $||T||_2 = \text{Trace}(T^*T)$ for any $T \in \mathcal{M}_n$, embedded in $\mathbb{R}^{n^2}$ or $\mathbb{R}^{2n^2}$ endowed with the Lebesgue measure denoted by $dT$. For any Borel set $A \subset \mathbb{R}^d$, we denote by $|A|$ its Lebesgue measure in its affine hull. We say that two positive
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quantities $A$ and $B$ are equivalent, and we write $A \simeq B$, if the ratio $A/B$ is bounded from above and below by two positive universal constants (independent of all parameters). For $1 \leq p < +\infty$, let

$$B_p^n = \{x = (x_1, \ldots, x_n) \in \mathbb{R}^n; ||x||_p := \left(\sum_{i=1}^{n} |x_i|^p \right)^{\frac{1}{p}} \leq 1\},$$

and

$$B_\infty^n = \{x = (x_1, \ldots, x_n) \in \mathbb{R}^n; ||x||_\infty := \sup_{i=1,\ldots,n} |x_i| \leq 1\}.$$

We denote by $v_n$ the volume of the Euclidean unit ball $B_2^n$.

For any $n \times n$ matrix $T \in \mathcal{M}_n(\mathbb{R})$ or $\mathcal{M}_n(\mathbb{C})$ we denote by $s(T) = (s_1(T), \ldots, s_n(T))$ the decreasing arrangement of the singular values of $T$ and for any $1 \leq p < +\infty$, we define

$$\sigma_p(T) = ||s(T)||_p = \left(\sum_{i=1}^{n} |s_i(T)|^p \right)^{1/p}$$

and for $p = +\infty$,

$$\sigma_\infty(T) = ||s(T)||_\infty = \sup_{1 \leq i \leq n} s_i(T).$$

Observe that $\sigma_2(T) = ||T||_2$ is the Hilbert-Schmidt norm of $T$ and that $\sigma_\infty(T) = ||T||_{\ell_\infty^n \rightarrow \ell_2^n}$. Let $S^n_p$ be the Schatten trace class of matrices on the $n$-dimensional complex Euclidean space equipped with the norm $\sigma_p$; we denote

$$B_{\mathbb{R}}(S^n_p) = \{T \in \mathcal{M}_n(\mathbb{R}); \sigma_p(T) \leq 1\} \text{ and } B_{\mathbb{C}}(S^n_p) = \{T \in \mathcal{M}_n(\mathbb{C}); \sigma_p(T) \leq 1\}.$$

More generally, let us consider a unitarily invariant norm on $\mathcal{M}_n(\mathbb{R})$ or $\mathcal{M}_n(\mathbb{C})$, that is a norm $\mathcal{N}$ on $\mathcal{M}_n(\mathbb{R})$ or $\mathcal{M}_n(\mathbb{C})$ which satisfies $\mathcal{N}(USV) = \mathcal{N}(S)$ for any $S \in \mathcal{M}_n(\mathbb{R})$ (resp. $\mathcal{M}_n(\mathbb{C})$) and any real (resp. complex) isometries $U, V$ on $\mathbb{R}^n$ (resp. $\mathbb{C}^n$) with the Euclidean norm. It is well known that one can associate to such a norm $\mathcal{N}$ on $\mathcal{M}_n$ a 1-symmetric norm $\tau$ on $\mathbb{R}^n$, such that

$$\mathcal{N}(T) = \tau(s_1(T), \ldots, s_n(T)) = \tau(s(T)) \text{ for every } T \in \mathcal{M}_n$$

and $\tau(x_1, \ldots, x_n) = \mathcal{N}(X)$, where $X$ is the diagonal matrix with entries $(x_1, \ldots, x_n)$ on the diagonal (a norm $\tau$ on $\mathbb{R}^n$ is called 1-symmetric if for any $\varepsilon = (\varepsilon_1, \ldots, \varepsilon_n) \in \{-1, 1\}^n$ and any permutation $\pi$ of $\{1, \ldots, n\}, \tau(\varepsilon_1 x_{\pi(1)}, \ldots, \varepsilon_n x_{\pi(n)}) = \tau(x_1, \ldots, x_n)$). We denote by $B_{\mathbb{R}}(\mathcal{N})$ the unit ball of $(\mathcal{M}_n(\mathbb{R}), \mathcal{N})$, by $B_{\mathbb{C}}(\mathcal{N})$ the unit ball of $(\mathcal{M}_n(\mathbb{C}), \mathcal{N})$ and by $B_{\tau}$ the unit ball of $(\mathbb{R}^n, \tau)$.

We say that a function $F: \mathbb{R}^n \rightarrow \mathbb{R}$ is symmetric if for any permutation $\pi$ on $\{1, \ldots, n\}$, one has

$$F(x_1, \ldots, x_n) = F(x_{\pi(1)}, \ldots, x_{\pi(n)}).$$
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**Lemma 1.** For any symmetric continuous function $F : \mathbb{R}^n \to \mathbb{R}$ and any unitarily invariant norm $\mathcal{N}$ on $\mathcal{M}_n(\mathbb{R})$, one has

$$
\int_{T \in B_n(\mathcal{N})} F(s_1(T), \ldots, s_n(T)) \, dT = c_n \int_{x \in B_r} F(x)f_n(x) \, dx
$$

where $c_n = n! 4^{-n}(\prod_{k=1}^{n} v_k)^2$ and $f_n(x) = f_n(x_1, \ldots, x_n) = \prod_{1 \leq j < i \leq n} |x_i^2 - x_j^2|$. If moreover $F$ is positively homogeneous of degree $k$, then for every $p > 0$, one has

$$
\int_{T \in B_n(\mathcal{N})} F(s_1(T), \ldots, s_n(T)) \, dT = \frac{c_n}{\Gamma(1 + \frac{n^2 + k}{p})} \int_{\mathbb{R}^n} F(x)e^{-\tau(x)^p} f_n(x) \, dx.
$$

**Proof:** Since every $T \in \mathcal{M}_n(\mathbb{R})$ can be written $T = UDV$, where $D$ is a diagonal matrix with non-negative entries and $U, V \in O(n)$, the change of variables discussed and explained in [S-R] works, and we get the first formula, with $c_n = n! 4^{-n}(\prod_{k=1}^{n} v_k)^2$. The second one comes from Fubini’s theorem and the following

$$
\int_{\mathbb{R}^n} F(x)e^{-\tau(x)^p} f_n(x) \, dx = \int_{\mathbb{R}^n} F(x)f_n(x) \left( \int_{\tau(x)^p}^{+\infty} e^{-t} \, dt \right) \, dx
$$

$$
= \int_{0}^{+\infty} e^{-t} \left( \int_{\{x : \tau(x) \leq t^{1/p}\}} F(x)f_n(x) \, dx \right) dt = \Gamma(1 + \frac{n^2 + k}{p}) \int_{B_r} F(x)f_n(x) \, dx
$$

since $f_n(x)$ is homogeneous of degree $n(n - 1)$. $\Box$

In the complex case, one also uses the change of variables in [S-R] to get the following

**Lemma 2.** For any symmetric continuous function $F : \mathbb{R}^n \to \mathbb{R}$ and any unitarily invariant norm $\mathcal{N}$ on $\mathcal{M}_n(\mathbb{C})$, one has

$$
\int_{T \in B_\mathbb{C}(\mathcal{N})} F(s_1(T), \ldots, s_n(T)) \, dT = d_n \int_{x \in B_r} F(x)g_n(x) \, dx,
$$

where $d_n = \frac{n!}{\pi^n} (\prod_{k=1}^{n} v_{2k})^2$ and $g_n(x) = g_n(x_1, \ldots, x_n) = \prod_{i=1}^{n} |x_i| \prod_{1 \leq j < i \leq n} |x_i^2 - x_j^2|^2$. If moreover $F$ is positively homogeneous of degree $k$, then for every $p > 0$, one has

$$
\int_{T \in B_\mathbb{C}(\mathcal{N})} F(s_1(T), \ldots, s_n(T)) \, dT = \frac{d_n}{\Gamma(1 + \frac{2n^2 + k}{p})} \int_{\mathbb{R}^n} F(x)e^{-\tau(x)^p} g_n(x) \, dx.
$$

The volume of the unit balls of unitarily invariant normed classes of matrices

Let now $u = \sum_{i=1}^{n} e_i$, where $e_1, e_2, \ldots, e_n$ is the canonical basis of $\mathbb{R}^n$; modulo a scaling, we shall suppose from now on that $\tau(e_i) = 1$, $1 \leq i \leq n$. As a particular case of Lozanovskii’s theorem ([L]), one has

$$
\frac{1}{\tau(u)} B_\mathbb{R}(S_\mathbb{R}^n) \subset B_\mathbb{R}(S_\mathbb{R}^n) \subset B_\mathbb{R}(\mathcal{N}) \subset \frac{1}{\tau(u)} B_\mathbb{R}(S_\mathbb{R}^n),
$$

$$
\frac{1}{\tau(u)} B_\mathbb{C}(S_\mathbb{C}^n) \subset B_\mathbb{C}(S_\mathbb{C}^n) \subset B_\mathbb{C}(\mathcal{N}) \subset \frac{1}{\tau(u)} B_\mathbb{C}(S_\mathbb{C}^n),
$$
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and these inclusions are also true in the complex case. It follows that
\[ |B_\tau|^\frac{1}{\tau(u)} \leq \frac{1}{\tau(u)} |B_\mathbb{R}(S_{\infty}^n)|^{\frac{1}{n}} \leq |B_\mathbb{R}(\mathcal{N})|^{\frac{1}{\tau(u)}} \leq \frac{n}{\tau(u)} |B_\mathbb{R}(S_1^n)|^{\frac{1}{n}} \]

and
\[ \frac{1}{\tau(u)} |B_\mathbb{C}(S_{\infty}^n)|^{\frac{1}{2n}} \leq |B_\mathbb{C}(\mathcal{N})|^{\frac{1}{\tau(u)}} \leq \frac{n}{\tau(u)} |B_\mathbb{C}(S_1^n)|^{\frac{1}{2n}} . \]

Since by [S-R],
\[ n |B_\mathbb{R}(S_1^n)|^{\frac{1}{n}} \simeq |B_\mathbb{R}(S_{\infty}^n)|^{\frac{1}{n}} \simeq \frac{1}{\sqrt{n}} \quad \text{and} \quad n |B_\mathbb{C}(S_1^n)|^{\frac{1}{2n}} \simeq |B_\mathbb{C}(S_{\infty}^n)|^{\frac{1}{2n}} \simeq \frac{1}{\sqrt{n}} \]

we get
\[ (1) \quad |B_\mathbb{R}(\mathcal{N})|^{\frac{1}{\tau(u)}} \simeq |B_\mathbb{C}(\mathcal{N})|^{\frac{1}{\tau(u)}} \simeq \frac{1}{\tau(u)\sqrt{n}} , \]

and
\[ (2) \quad |B_\mathbb{R}(S_p^n)|^{\frac{1}{n}} \simeq |B_\mathbb{C}(S_p^n)|^{\frac{1}{2n}} \simeq n^{-\frac{1}{2}-\frac{1}{p}} , \quad \text{for} \quad 1 \leq p \leq +\infty . \]

**The isotropy constants**

We say that a centrally symmetric body \( C \) in \( \mathbb{R}^d \) is *isotropic* if for some \( c > 0 \) one has
\[ \int_C < x, y >^2 \, dx = c \| y \|_2^2 \quad \text{for all} \ y \in \mathbb{R}^d . \]

The *isotropy constant* \( L_C > 0 \) of \( C \) is then the positive number defined by
\[ L_C^2 = \frac{\int_C \| x \|_2^2 dx}{d \| C \|^{\frac{d}{d+\frac{d}{2}}} } = \| C \|^{-\frac{d}{d+\frac{d}{2}}} \left( \frac{1}{| C |} \int_C < x, y >^2 \, dx \right) \quad \text{for all} \ y \in \mathbb{R}^d \text{ such that } \| y \|_2 = 1 . \]

It is easy to see that the unit balls \( B_\mathbb{R}(\mathcal{N}) \) and \( B_\mathbb{C}(\mathcal{N}) \) of a unitarily invariant normed space of matrices (with norm \( \mathcal{N} \)) are isotropic. Suppose that \( \tau \) is the 1-symmetric norm on \( \mathbb{R}^n \) associated to \( \mathcal{N} \). Let \( L_\mathbb{R}(\mathcal{N}) \) and \( L_\mathbb{C}(\mathcal{N}) \) be the isotropy constant of \( B_\mathbb{R}(\mathcal{N}) \) and of \( B_\mathbb{C}(\mathcal{N}) \). It follows from lemma 1 and (1) that
\[ L_\mathbb{R}(\mathcal{N})^2 \simeq \frac{n \tau^2(u)}{n^2 |B_\mathbb{R}(\mathcal{N})|} \int_{B_\mathbb{R}(\mathcal{N})} \sigma_2^2(T) dT = \frac{\tau^2(u) \int_{B_\mathbb{R}} \left( \sum_{i=1}^{n} x_i^2 \right) f_n(x) dx}{\int_{B_\mathbb{R}} f_n(x) dx} . \]

Thus
\[ (3) \quad L_\mathbb{R}(\mathcal{N})^2 \simeq \tau(u)^2 \frac{\int_{B_\mathbb{R}} x_i^2 f_n(x) dx}{\int_{B_\mathbb{R}} f_n(x) dx} \]
where

\[ f_n(x) = f_n(x_1, \ldots, x_n) = \prod_{1 \leq j < i \leq n} |x_i^2 - x_j^2|. \]

Similarly, using lemma 2 and (1), we have

\[ L_\mathcal{Q}(\mathcal{N})^2 \approx \tau(u)^2 \frac{\int_{B_r} x_i^2 g_n(x) dx}{\int_{B_r} g_n(x) dx} \]

where

\[ g_n(x) = g_n(x_1, \ldots, x_n) = \prod_{i=1}^{n} |x_i| \prod_{1 \leq j < i \leq n} |x_i^2 - x_j^2|^2. \]

**The isotropy constant of** \( B_{\mathbb{R}}(S_p^n) \) **and** \( B_{\mathbb{Q}}(S_p^n) **\)**

Let us denote by \( L_{\mathbb{R}}(n, p) = L^2_{B_{\mathbb{R}}(S_p^n)} \) and \( L_{\mathbb{Q}}(n, p) = L^2_{B_{\mathbb{Q}}(S_p^n)} \). Using lemma 1 and estimates (2) and (3), we get

\[ L_{\mathbb{R}}(n, p) \approx n^{-1 + \frac{1}{n}} \frac{\int_{B_p^n \cap (\mathbb{R}_+)^n} (\sum_{i=1}^{n} x_i^2)^n f_n(x) dx}{\int_{B_p^n \cap (\mathbb{R}_+)^n} f_n(x) dx} \approx n^{-1 + \frac{1}{n}} \frac{\Gamma(1 + \frac{n}{p})}{\Gamma(1 + \frac{n^2 + 2}{p})} \frac{M_p(\sum_{i=1}^{n} x_i^2)}{M_p(1)}, \]

where \( M_p \) is the measure with density

\[ f_{n,p}(x_1, \ldots, x_n) = 1_{\{x_1 \geq 0, \ldots, x_n \geq 0\}} f_n(x) e^{-\sum_{i=1}^{n} x_i^2} \]

with respect to the Lebesgue measure on \( \mathbb{R}^n \).

Thus, since

\[ \frac{\Gamma(1 + \frac{n}{p})}{\Gamma(1 + \frac{n^2 + 2}{p})} \approx n^{-\frac{4}{p}}, \]

we have

\[ L_{\mathbb{R}}(n, p) \approx n^{-\frac{3}{p}} \frac{M_p(x_1^2)}{M_p(1)}. \]

Similarly, by lemma 2, (2) and (4), we get

\[ L_{\mathbb{Q}}(n, p) \approx n^{-\frac{3}{p}} \frac{N_p(x_1^2)}{N_p(1)}. \]

where \( N_p \) is the measure with density

\[ g_{n,p}(x_1, \ldots, x_n) = 1_{\{x_1 \geq 0, \ldots, x_n \geq 0\}} g_n(x) e^{-\sum_{i=1}^{n} x_i^2} \]

with respect to the Lebesgue measure on \( \mathbb{R}^n \).

**Proof of the theorem.**

We shall use a method similar to the one developed by K. Aomoto ([A]) to study Jacobi polynomials associated to Selberg integrals (see [M], p. 343-347). This method yields the following lemma, which, when applied in the real case with \( b = 0 \) and \( c = 1 \) and in the complex case with \( b = 1 \) and \( c = 2 \), proves the theorem by using (5) and (6).
Lemma 3. For $b, c > 0$, $p \geq 1$, and $n \geq 1$, let $M_{n,p,b,c}$ be the measure with density

$$f_{n,p,b,c}(x_1, \ldots, x_n) = 1_{\{x_1\geq 0, \ldots, x_n\geq 0\}} \prod_{i=1}^{n} x_i^b \prod_{1 \leq j < i \leq n} |x_i^2 - x_j^2|^c e^{-\sum_{i=1}^{n} x_i^2}$$

with respect to the Lebesgue measure on $\mathbb{R}^n$. Then there exists a constant $C(b, c)$, such that for all $n \geq 1$ and all $p \geq 1$

$$\frac{M_{n,p,b,c}(x_1^2)}{M_{n,p,b,c}(1)} \leq C(b, c) n^{-\frac{p}{2}} .$$

Proof: For simplification, we shall denote $M = M_{n,p,b,c}$ and $f = f_{n,p,b,c}$. For fixed $x_2 \geq 0, \ldots, x_n \geq 0$ let $x = (x_1, \ldots, x_n)$, and for $a > 0$, define $\phi = \phi_{p,n,a} : [0, +\infty] \to \mathbb{R}$, by

$$\phi(x_1) = x_1^a f(x).$$

Suppose that $x_2 < x_3 < \ldots < x_n$ and that $x_1 \in [x_m, x_{m+1}]$ for some $2 \leq m \leq n$; then

$$\phi(x_1) = g(x_2, \ldots, x_n) x_1^{a+b} e^{-x_1^2} \prod_{i=2}^{m} (x_1^2 - x_i^2)^c \prod_{j=m+1}^{n} (x_j^2 - x_1^2)^c$$

where

$$g(x_2, \ldots, x_n) = e^{-\sum_{i=2}^{m} x_i^2} \prod_{i=2}^{m} x_i^b \prod_{2 \leq j < i \leq n} |x_i^2 - x_j^2|^c$$

and $\phi$ has a derivative on the intervals $[0, x_2[, x_2, x_3[, \ldots, x_{n-1}, x_n[, x_n, +\infty[$, which is given, for $x_1 \in [x_m, x_{m+1}]$, by

$$\frac{\partial \phi}{\partial x_1}(x_1) = f(x) \left( (a + b)x_1^{a-1} - px_1^{p+a-1} + 2cx_1^{a+1} \left( \sum_{i=2}^{m} \frac{1}{x_1^2 - x_i^2} - \sum_{j=m+1}^{n} \frac{1}{x_j^2 - x_1^2} \right) \right)$$

$$= f(x) \left( (a + b)x_1^{a-1} - px_1^{p+a-1} + 2cx_1^{a+1} \left( \sum_{i=2}^{m} \frac{1}{x_1^2 - x_i^2} \right) \right) .$$

For $a > 0$, $\frac{\partial \phi}{\partial x_1}$ is continuous on all the open intervals $[x_i-1, x_i[ or [0, x_2[ and $[x_n, +\infty[$, and has integrable singularities at their endpoints; it follows that for almost all $(x_2, \ldots, x_n)$ with respect to the Lebesgue measure on $\mathbb{R}^{n-1}$,

$$\int_0^{+\infty} \frac{\partial \phi}{\partial x_1}(x_1) \, dx_1 = \lim_{x_1 \to +\infty} \phi(x_1) - \phi(0) = 0$$

and thus, integrating with respect to $(x_2, \ldots, x_n) \in ([0, +\infty[^{n-1}$, we get

$$(a + b) M(x_1^{a-1}) - p M(x_1^{a+p-1}) + c M \left( 2x_1^{a+1} \sum_{i=2}^{m} \frac{1}{x_1^2 - x_i^2} \right) = 0 .$$
By symmetry and linearity, we have for \( i = 2, \ldots, n, \)

\[
M\left( \frac{x_i^{a+1}}{x_i^2 - x_i^2} \right) = M\left( \frac{x_1^{a+1}}{x_1^2 - x_2^2} \right) = M\left( \frac{x_2^{a+1}}{x_2^2 - x_1^2} \right) = -M\left( \frac{x_2^{a+1}}{x_1^2 - x_2^2} \right),
\]

so that

\[
cM\left( 2x_1^{a+1} \sum_{i=2}^{n} \frac{1}{x_i^2 - x_i^2} \right) = c(n - 1)M\left( \frac{2x_1^{a+1}}{x_1^2 - x_2^2} \right) = c(n - 1)M\left( \frac{x_1^{a+1} - x_2^{a+1}}{x_1^2 - x_2^2} \right).
\]

It follows that

\[
(a + b)M(x_1^{a-1}) - pM(x_1^{a+p-1}) + c(n - 1)M\left( \frac{x_1^{a+1} - x_2^{a+1}}{x_1^2 - x_2^2} \right) = 0.
\]

Now, for \( 1 \leq a \leq 3, \) one has for all \( x_1, x_2 > 0, \)

\[
\frac{a + 1}{4} (x_1^{a-1} + x_2^{a-1}) \leq \frac{x_1^{a+1} - x_2^{a+1}}{x_1^2 - x_2^2} \leq x_1^{a-1} + x_2^{a-1},
\]

so that

\[
\frac{(a + 1)}{2} M(x_1^{a-1}) \leq M\left( \frac{x_1^{a+1} - x_2^{a+1}}{x_1^2 - x_2^2} \right) \leq 2M(x_1^{a-1})
\]

and

\[
\left( \frac{c(n - 1)(a + 1) + 2a + 2b}{2p} \right) M(x_1^{a-1}) \leq M(x_1^{a+p-1}) \leq \frac{a + b + 2c(n - 1)}{p} M(x_1^{a-1}).
\]

For \( a = 1, \) we get

\[
(7) \quad \frac{M(x_1^p)}{M(1)} = \frac{1 + b + c(n - 1)}{p},
\]

and for \( a = p + 1, 0 < p \leq 2, \)

\[
(8) \quad \frac{c(n - 1)(p + 2) + 2(p + 1) + 2b}{2p} \leq \frac{M(x_1^{2p})}{M(x_1^p)} \leq \frac{p + 1 + b + 2c(n - 1)}{p}.
\]

If \( 1 \leq p \leq 2, \) by Hölder inequality applied with \( \frac{1}{2} = \frac{p - 1}{p} + \frac{2 - p}{2p}, \) we have

\[
M(x_1^{2p})^{\frac{1}{2}} \leq M(x_1^p)^{\frac{p - 1}{p}} M(x_1^p)^{\frac{2 - p}{2p}},
\]

and thus

\[
\frac{M(x_1^p)}{M(1)} \leq \left( \frac{M(x_1^p)}{M(1)} \right)^{\frac{2p - 2}{p}} \left( \frac{M(x_1^{2p})}{M(1)} \right)^{\frac{2 - p}{2p}} = \frac{M(x_1^p)}{M(1)} \left( \frac{M(x_1^{2p})}{M(x_1^p)} \right)^{\frac{2 - p}{p}}.
\]
By (7) and (8), one gets

\[
\frac{M(x_1^n)}{M(1)} \leq \frac{1 + b + c(n - 1)}{p} \left( \frac{p + 1 + b + 2c(n - 1)}{p} \right)^{\frac{2-n}{p}} \leq C(b, c) n^{\frac{2}{p}},
\]

with \( C(b, c) = (3 + b + 2c)^2 \).

For \( p \geq 2 \), one gets the same result using

\[
\frac{M(x_1^n)}{M(1)} \leq \left( \frac{M(x_1^n)}{M(1)} \right)^{\frac{2}{p}} = \left( \frac{1 + b + c(n - 1)}{p} \right)^{\frac{2}{p}}. \quad \Box
\]

Remarks

1) Actually, the boundedness of \( L_{\mathbb{R}}(n, p) \) and of \( L_{\mathbb{Q}}(n, p) \) for \( p \geq 2 \) are well known, because the polar body \( B(S^n_p) \) of \( B(S^n_p) \) has bounded ”volume ratio” (see [P]). Also, it follows directly from Hölder’s inequality and some computation of volumes; for instance, we have

\[
L_{\mathbb{R}}(n, p)^2 \leq n^{\frac{2}{p}} \frac{\int_{B^n_p} x_1^p f_n(x) dx}{\int_{B^n_p} f_n(x) dx} \leq n^{\frac{2}{p}} \left( \frac{\int_{B^n_p} \sigma_p(T) dT}{n |S^n_p|} \right)^{\frac{2}{p}} = \left( \frac{n}{n + p} \right)^{\frac{2}{p}} \approx 1.
\]

2) We conjecture that \( L_{\mathbb{R}}(\mathcal{N}) \) and \( L_{\mathbb{Q}}(\mathcal{N}) \) are bounded independently of the unitarily invariant norm \( \mathcal{N} \) on \( \mathcal{M}_n \). In fact, one can expect that for \( p \geq 1 \), the numbers

\[
\left( \frac{1}{|B_{\mathbb{R}}(\mathcal{N})|} \int_{B_{\mathbb{R}}(\mathcal{N})} \frac{\sigma_p(T)}{n} dT \right)^{\frac{1}{p}}
\]

are all equivalent, with constants independent of \( n \) and \( \mathcal{N} \), and perhaps depending on \( p \), when \( p \to +\infty \) (we normalize here the trace).

Comparing these numbers for \( p = 1 \) and \( p = 2 \), this would imply that

\[
L_{\mathbb{R}}(\mathcal{N}) = \frac{1}{\sqrt{n}|B_{\mathbb{R}}(\mathcal{N})|^{\frac{1}{2}}} \left( \frac{1}{|B_{\mathbb{R}}(\mathcal{N})|} \int_{B_{\mathbb{R}}(\mathcal{N})} \frac{\sigma_2(T)}{n} dT \right)^{\frac{1}{2}} \approx \frac{1}{\sqrt{n}|B_{\mathbb{R}}(\mathcal{N})|^{\frac{1}{2}}} \left( \frac{1}{|B_{\mathbb{R}}(\mathcal{N})|} \int_{B_{\mathbb{R}}(\mathcal{N})} \frac{\sigma_1(T)}{n} dT \right).
\]

Since \( \frac{\sigma_1(T)}{n} \leq \frac{\mathcal{N}(T)}{\tau(u)} \) and \( |B_{\mathbb{R}}(\mathcal{N})|^{\frac{1}{2}} \approx \frac{1}{\tau(u) \sqrt{n}} \), we would get

\[
L_{\mathbb{R}}(\mathcal{N}) \approx \frac{1}{\tau(u) \sqrt{n} |B_{\mathbb{R}}(\mathcal{N})|^{\frac{1}{2}}} \left( \frac{1}{|B_{\mathbb{R}}(\mathcal{N})|} \int_{B_{\mathbb{R}}(\mathcal{N})} \mathcal{N}(T) dT \right) \approx 1,
\]
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and similarly for $B_G(N)$.
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